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Calculation of Altitude-Dependent Tikhonov
Constraints for TES Nadir Retrievals

Susan Sund Kulawik, Gregory Osterman, Dylan B. A. Jones, and Kevin W. Bowman

Abstract—A key component in the regularization of vertical at-
mospheric trace gas retrievals is the construction of constraint ma-
trices. We introduce a novel method for developing a constraint
matrix based on altitude-varying combinations of zeroth-, first-,
and second-order derivatives of the trace gas profile. This con-
straint matrix can be optimized to minimize the diagonal a pos-
teriori error covariance and can also consider other factors such as
degrees of freedom. This approach is applied to the calculation of
constraint matrices for Tropospheric Emission Spectrometer nadir
retrievals of atmospheric temperature, H>O, O3, CO, and CH,.
The retrieval error achieved with these constraints is comparable
to the error achieved with the classical Bayesian constraint. Fur-
thermore, these constraints are shown to be robust under uncer-
tainty in the climatological conditions.

Index Terms—EOS-Aura, error analysis, infrared remote
sensing, Fourier transform spectrometry (FTS), nonlinear estima-
tion, Tropospheric Emission Spectrometer (TES).

I. INTRODUCTION

ONSTRAINTS are used to regularize an ill-posed
problem to obtain a stable solution that is an approxima-

tion to the exact solution [1]. Constraints that are too strong
will characteristically yield a stable, though inaccurate solution
which has more a posteriori error, fewer degrees of freedom
(DOF), and less resolution than an optimal retrieval; whereas
constraints that are too weak will characteristically result in
instability with more a posteriori error, although appear to
have more DOF and better resolution than an optimal retrieval.
Standard constraints for atmospheric retrievals include the
inverse of a climatology and Tikhonov constraints. However,
each of these has some properties that can be suboptimal.
Climatological constraints may include undesirable character-
istics, such as containing correlations between the stratosphere
and troposphere, being finely tuned to a particular climatology,
and not being optimized for the inclusion of systematic error.
Tikhonov constraints of a single type or with a single strength
value can introduce error because different strengths and types
may be more appropriate for different parts of the atmosphere.
The Tropospheric Emission Spectrometer (TES) is an in-
frared Fourier transform spectrometer designed to study the
Earth’s ozone, air quality, and climate on the EOS—Aura
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platform' [4]. Choosing constraints used for TES retrievals of
atmospheric temperature (Tyty,), water vapor (H0), ozone
(O3), carbon monoxide (CO), and methane (CHy) is the
subject of this paper.

A. Motivation

Under the assumption that the atmospheric state can be de-
scribed by a Gaussian process with a known climatological co-
variance, the constraint matrix that minimizes the a posteriori
error of the estimate is the inverse of that climatological co-
variance, hereafter referred to as the “climatological constraint.”
However, the climatological constraint may not be robust given
uncertainty resulting from systematic errors and actual climato-
logical conditions.

Consequently, in the course of TES spectral window selec-
tion, constraint selection, and tests with simulated data, it was
found that the direct use of the climatological constraint was not
sufficiently robust, as discussed in Sections I-A1-A3.

1) The Global Atmosphere Has Uncertain Statistics: For
the climatological constraint to be the optimal constraint, the
retrieval dataset must have identical statistics to the climatology
used. TES is measuring an atmosphere where the actual cli-
matology is variable and uncertain, especially for less-studied
species. Considering DOF in constraint selection, described
later in this paper, can hedge against these unknowns by en-
couraging the constraint selection to retain DOF in spite of
low variability, and therefore be more prepared for unexpected
climatological conditions.

2) TES Has Systematic Errors: For the climatological con-
straint to be the best constraint, the systematic errors must not
be significant. TES errors are dominated by smoothing error,
however the systematic error from temperature and water vapor
is not insignificant for ozone retrievals, and line-parameter error
is not insignificant for water vapor, temperature, and ozone
retrievals [3]. Von Clarmann et al. [6] have proposed a method
to include systematic errors in the off-diagonal radiance noise,
however TES does not currently use this retrieval method,
whereas constraint modification can be used within our current
retrieval framework.

3) Climatological Covariances Available to TES Are Not
Always Invertible, Positive Definite, and With Reasonable Con-
dition Numbers: Covariances created from MOZART [12],
[13] profiles from one day (described in Section III-E) were
not always positive definite, meaning that some combinations
of errors can create negative additions to the cost function (i.e.,
appear better than the true state).

Thttp://aura.gsfc.nasa.gov
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Fig. 1. Ozone and atmospheric temperature correlations between different
altitudes in MOZART data. Various rows of the correlation matrix
(covarianceq- i/ V/covariance;; \/ covariancejj) are plotted; the horizontal
dotted lines show the altitude for each plotted row and the vertical black dotted
line shows O correlation. Note the long-scale correlations and anticorrelations
throughout all altitudes. When the inverse climatology is used as a constraint,
the same long-scale correlations and anticorrelations will be introduced into
the retrieval results.

4) Climatological Covariances Available to TES Can Have
Unwanted Correlations: Long-scale correlations exist in our
MOZART covariances (see Fig. 1), e.g., between the tropo-
sphere and stratosphere, which may be appropriately correlated
in the model. However, if the inverse of such a climatology were
used as a constraint for TES retrievals, it would introduce the
same long-scale correlations in the retrieval results and may in-
dicate sensitivities where none may exist. A climatology could
be modified to remove long-scale oscillatory correlations by fit-
ting correlations to an exponential decay, for example, before
the covariance is inverted for use as a constraint. Similarly, the
constraint selection described in this paper can be thought of as
a type of covariance modeling technique.

II. THEORY
A. Evaluating Constraints

The purpose of this section is to develop a method for
evaluating the quality of a constraint. The expected error co-
variance for retrieving an ensemble of true states is developed
in Section II-B1. This error covariance, which depends on the
constraint, is then evaluated by using metrics developed in
Section II-B2. This is used to find the best constraint. First,
however, brief descriptions of the forward model and inversion
problems must be given; for more details on these topics, see
[21-[5].

1) Forward Model: From the perspective of the retrieval of
the atmospheric state, the forward model is a function that de-
terministically maps from an atmospheric state x to a radiance
L(x). The observed state Loy is a discretized vector and is
related to the true state radiance L(x, b) by an additive noise
model

Lohs = L(X7b) +e (1)

where ¢ is the measurement noise, X is the true state, and b
are the true values for parameters that are not retrieved but are
used in the forward model generation (such as nonretrieved trace
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gases). The Jacobian K tells how the radiance changes with re-
spect to a state parameter

Kfj = 8LZ/8xJ (2)

2) Cost Function: The cost function used by TES, x2, is
defined [5]

X2 = ||L0bs - L(Z; b)||s2;11 + ||Zapri0ri - ZH?\ (3)

where L(z, b) is the radiance at the current state; S,,, = ((e —
£)((e — &T)) is the data noise covariance; z, is the vector of
retrieved parameters, A is a constraint matrix, and note that
|x||3 = xTAx. The state x is on a finer-scale grid needed for
forward model computations and is related to retrieval parame-
ters z by

x =Mz @

where M maps from the retrieved parameters z to the state x.
This cost function is at a minimum when the retrieved parame-
ters z result in a close match between L(z, 13) and the observed
radiance Lops and the parameters z are close to Zapriori, Where
“close” is defined by a constraint. The cost function x? can be
minimized to find the best retrieval parameters using a nonlinear
least squares retrieval.

3) Expected Ensemble Error Covariance: The expected er-
rors for an ensemble of retrieved states can be calculated if we
have knowledge of our data error variability, the state variability,
as well as the dependence of the forward model on our retrieved
parameters K described in Section II-A1 This expected error
can then be used to select spectral windows [3], retrieval pa-
rameters, retrieval strategies, and select constraints as discussed
in this paper. The limitations are that Gaussian statistics and ad-
ditive noise are assumed, and it is assumed that the nonlinear
retrieval is able to converge to the global rather than a local
minimum.

The development of the expected ensemble error covariance
is developed in Rodgers [2]. First, the modeled radiance is ex-
panded linearly from the true state radiance

L(z,b) = L + K*[M2 — Xt1ue] + K°[b — birue]  (5)

where Z are the retrieved parameters, b are estimates of unre-
trieved parameters, L is the radiance, M is a map between z and
x, the full state (4), and K is the Jacobian (2).

Equations (5) and (1) are substituted into (3), and solved for
the optimal retrieved state z using ¥.dx?/dz = 0. The solution
for z is then mapped back to the full state grid using (4) to get
the retrieved state solution

X = Mzapriori + MGZK[Xtrue - Mzapriori]
+MG?e + MGZK’[b — biyud].
where G = (K*TS'K* + A)"'K*TS_ 1. The error covari-

ance is defined as

Serror = <(xtrue - )A()(Xtrue - )A()T>

If we have knowledge about the expected variability of our ini-
tial state (S, ), then the expected error of our retrieved state is

Serror = [I-MG*K”[[§, +[MG*[[§ +[IMG*K"[, (6)
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Equation (6) is used to develop optimal constraints in this paper
and can also be used to select optimal spectral windows, as
shown by [3] and could be used to choose optimal retrieval
parameterization.

B. Metrics

The error covariance (6) is too complex to evaluate. Judging
between two error covariances as to which is “better” is impos-
sible without development of single-value metrics. Three met-
rics are used to judge a constraint’s performance.

* DOF for data. The DOF is a measure of how many retrieved
parameters or fractions of parameters come from the data
rather than the a priori

DOF = ZAu‘ = (G"K")i;i

where A is the “Averaging kernel” [2], [7]. Note that A
does not depend on the choice of S,, the a priori uncer-
tainty of the atmosphere. It does, of course, depend on the
constraint choice (as discussed in [9]).

* Mean error. The mean error is the root-mean-square of the
errors for all the state parameters

Trace(Serror /M @)

g =

where n is the number of state parameters. This metric is
used by [9] for determining a constraint strength.

* Resolution at 500 mB. This is the full-width half-maximum
for the row of A at 500 mb; this is used because this is the
only altitude where all species have a relatively well-de-
fined vertical resolution. Since this metric only considers
one part of the atmosphere, it does not track problems or im-
provements at other levels and so it is not used for constraint
selection. For example, a constraint that substantially im-
proves error in the upper troposphere but slightly worsens
the resolution at 500 mb would be penalized by this metric.

C. Figures of Merit

Two figures of merit were used:

e Minimizing the mean error, defined in (7).

* Minimizing mean error/DOFY/® The value 1 /8 was se-
lected using the study shown in Fig. 4. The DOF com-
ponent is used to encourage the constraint to retain DOF
when it did not unduly adversely affect the errors.

One other figure of merit was considered but ultimately rejected,
which is to maximize “bits” [2], [3], defined

1
bits = §(log2 [Sa| — logs [Serror)-

This figure of merit was not used in this paper because |Seror|
was in many cases very small (<10_300) and numerically un-
stable when computed on the full state grid as was done in this
paper, rather than the retrieval grid as was done by [3].

D. Constraint Composition and Solution

A constraint framework was chosen to limit the number of
tunable parameters in the constraint. For example, if all values
for the constraint for TES temperature, which has 25 retrieved
parameters, were allowed to separately vary, this would result
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First Derivative Constraint Example
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Fig. 2. Altitude-dependent constraint example. The first derivative (slope) of

the retrieved water vapor VMR (solid) is constrained by the first derivative
(slope) of the a priori (dotted line) using an altitude-dependent first derivative
constraint. In this example, the slope of B is heavily constrained and the slope
of A is allowed to vary.

in 625 tunable parameters. In contrast, a zeroth derivative
Tikhonov constraint allows only 25 tunable parameters.

Tikhonov constraints were chosen as a well-characterized
framework in which to develop the more specialized constraints.
Tikhonov constraints are an ad hoc regularization [8] that can
be applied to atmospheric retrievals [9]. Tikhonov constraints
add a term to the cost function which penalizes deviations from
the zeroth, first and/or second derivative of the a priori profile;
only when there is enough information to overcome this penalty
does the parameter deviate from the a priori characteristics.
Combinations of zeroth, first, and second derivative Tikhonov
constraints have been previously used, although with just one
scalar parameter to weight each constraint type [10]

constraint = aL(® + pL(") + L

where L) represents the first derivative constraint. Steck [9]
introduced methods for determining a single constraint strength
for Tikhonov constraints by optimizing a figure of merit, such
as the mean error for an ensemble of profiles. In this way, Steck
used a priori information to determine the best single param-
eter to use for Tikhonov constraints. This paper extends this
approach to select altitude-dependent constraint strengths with
combinations of zeroth, first, and second derivative Tikhonov
constraints.

1) Altitude-Dependent Tikhonov Constraints: Altitude-de-
pendent constraint strengths are created by breaking up a
Tikhonov constraint into the smallest constrainable units,
each of which may have a different strength. For example, in
Fig. 2, separate first derivative constraints can be used to con-
strain the slopes for segments A and B. The 3 x 3 constraint
used for this retrieval example could described by (8) with
a = [0,0,0],b = [small number, large number|, and ¢ = [0].
Constraining different parts of the atmosphere differently is
useful when sensitivity varies with altitude.

2) Penalty Terms for Derivative Constraints: Derivative
constraints penalize the derivatives of the difference between
the state and the a priori value (x — x,) in the cost function (3).
The zeroth derivative constrains the value, the first derivative
constrains the slope, and the second derivative constrains the
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curvature of the result. The derivative operator can be expressed
as a matrix multiplier, D, and the magnitude of the derivative of
(x — Xa) can then be written || D(X — Xapriori)||?. This penalty
term is of the same form as the second term of the cost function
in (3) with the constraint matrix set to

A =DTD.

The derivative matrix D™, representing the nth order (zeroth,
first, or second) derivative at the sth altitude, is a matrix that is
zero except for the partial row vector d(™ starting at the (ith,
ith) position, where the d(™) partial row vectors are

d® = (1)
dY =1 -—1)
d¥ =(-1 2 -1).

The constraint matrix corresponding to D™? is A™ =
(D™H)TD™, Each of the derivative matrices A™' can be
individually weighted and combined to create a constraint that
constrains the zeroth, first, and second derivatives of all parts
of the atmosphere, with the relative and absolute strengths
depending on the magnitudes of a, b, and ¢

n—1 n—2 n—3
A= Z a; A% + Z b AV + Z ciA> (8)
1=0 1=0 1=0

AVO A2 A20 and A2™~3 are modified slightly because
these constrain end points less than interior points. Since con-
straint strengths are constrained to smoothly vary with altitude
in the next section, diagonal values were added to make a uni-
form value along the diagonal when the constraint weights are
identical. For example, the modified A1:° and A!-® matrices for
a 4 x 4 constraint are

2 -1 0 0
-1 1 0 0
1,0 _
A7=109 0 0 0
0 0 00
00 0 0
s [0 0 0 0
A =10 0 1 4
00 —1 2

3) Polynomial Dependence of Strength Parameters: The
number of a, b, and ¢ parameters to tune is still 72 (25+24+23)
parameters for a 25-parameter retrieval. This was found to
be too many parameters to robustly determine the constraint.
For this reason, a, b, and c were set to have a polynomial
form in altitude. The order of the polynomial was chosen by
considering 1) the order needed to optimize the figure of merit
and 2) the stability of the fit.

Even with the fewer parameters, starting at different initial
conditions with different scale factors resulted in somewhat
different answers, more so for polynomial orders above 3. For
this reason, the strengths were fit for polynomial O first, then
updated as higher order polynomials were added sequentially.
The non-robustness of this process leaves some question as
to whether a global minimum was found; however the favor-
able comparisons to the climatological constraints shown in
Table III, give confidence that a good result was found.
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Fig. 3. Mean error and DOF for all species normalized by the results using

climatological constraints. The red squares show the mean error when the
parameters were fit sequentially by polynomial order, where the “initial” guess
for order 1 is set to the best results for order 0. The purple triangles show
the mean error when the parameters were fit by polynomial order without
dependence on lower order polynomial results.

Fig. 3 shows the error and DOF for different polynomial or-
ders for north midlatitude, 0-1 fit with figure of merit mean
error/DOF/® for the MOZART dataset. This figure shows that
there is minimal improvement over a third-order polynomial,
and also shows the uncertainty of the fit increasing with polyno-
mial order (A), especially beyond second order. The choice of
polynomial order 3 was based on stability and tradeoff between
DOF (—x—) and error (—[J—). The third-order polynomial re-
sults in about 0.1% higher mean error and about 9% more DOF
than using the climatological constraints.

E. Constraint Solution

The necessary steps for finding the best height—dependent
derivative constraint are as follows. 1) Compose the constraint
from the current a, b, and ¢ parameters, as shown in (8).
2) Calculate the error covariance using (6) with this constraint.
3) Evaluate the result using the desired figure of merit, dis-
cussed in Section II-C. The solution method used was the
Simplex Method [11], which does not require derivatives.
The scale and step size were begun at a variety of values.

III. SETUP
A. Datasets

The following data sets were used as test datasets for con-
straint selection and testing. Covariances were created from
each dataset for three latitude ranges: tropics (18S-18N), mid-
latitude (18N—54N), and polar (90S-54S).

1) MOZART: The MOZART dataset is from a run of the
Model for OZone And Related chemical Tracers (MOZART3)
[12], [13]. We acquired one day’s worth of data for October
2 of an unspecified year which was used in the TES Single
Orbit Test [14]. This dataset was interpolated from the 52
level native sigma grid to the TES standard grid (87 levels
from 1211-0.1 mb). Pressure levels below the surface pressure
supplied by MOZART were not used in the calculations.

2) HARVARD/URAP: For ozone, a climatology was created
by combining the covariances of two datasets: the Harvard Cli-
matology data based on ozonesonde measurements [15] which



1338

covers pressure ranges 1000—10 mb smoothly combined and the
URAP dataset is based on UARS measurements,? which covers
pressure ranges 100 mb to the top of the TES atmosphere.

3) GEOS-CHEM/MOZART: For ozone and CO, clima-
tologies were created by combining the covariances from two
models. The covariance in the Troposphere (from the surface
to one level above the tropopause, up to 68 mb) comes from
profiles calculated using the Harvard GEOS-CHEM v5-07-08
model? [17] simulating the year 2003. Covariance matrices were
calculated using profiles for the months of September/October
to coincide with the single day of MOZART profiles. The
GEOS-CHEM covariance was combined with the same co-
variance from MOZART discussed above between 68 and
0.1 mB. There were no cross-correlations introduced between
the MOZART and GEOS pressure regions.

4) GMAO: For water vapor, climatological constraints were
created from a month’s worth (August, 2005) of profiles from
the NASA Goddard SFC-Global Modeling and Assimilation
Office (GMAO) data products. The GMAO products were cre-
ated using the GEOS—4 assimilation model “late look™ product
Bloom [18].# The data was interpolated from the 36-level
GMAO grid to the 87-level TES grid. Pressure levels below
1000 mb, the lowest GMAO pressure, were not used in the
calculations.

B. Atmospheres for Constraint Selection

Constraints were selected for three different regions because
of the large differences in temperature and trace gas composition
between these regions: midlatitude, tropics, and polar. For each
of these regions, one representative atmosphere was chosen to
calculate the Jacobians used in (6). The location of the profiles
are shown in Table 1. The profiles for the Jacobian calculation
are taken from a MOZART run for October 2 of an unspecified
year [12], [13].

C. Measurement Frequencies and Noise

The measurement noise was computed from TES system test
#5 and is described in Worden [3]. It is briefly shown in Table II.

D. Covariances

Covariances for the MOZART, Harvard, GEOS, and GMAO
datasets were made by: 1) taking the logarithm of profiles
for all species except Tutm; 2) dividing the data into five
bins (ARCTIC, 67N-90N; N_MIDLAT, 18N-67N; TROPICS,
18S-18N; S_MIDLAT, 67S-18S; and ANTARCTIC, 90S-67S);
4) Calculating the mean profile for each bin; and 5) finding the
covariance of each bin with the mean profile subtracted.

E. Retrieval Strategy and Propagated Errors

The retrieval strategy includes retrieving species in a partic-
ular order. Retrieving all species at once can result in difficulty
finding the global minimum. The retrieval order is: 1) Ty, and
H>0; 2) O3; 3) CO; and 4) CHy. Note that T, is always re-
trieved with the surface temperature, and emissivity is jointly

2http://hyperion.gsfc.nasa.gov/Analysis/UARS/urap/home.html
3http://www-as.harvard.edu/chemistry/trop/geos/index.html
“http://gmao.gsfc.nasa.gov/systems/geosd
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TABLE 1
LOCATIONS FOR THE REPRESENTATIVE ATMOSPHERES
CHOSEN TO CALCULATE JACOBIANS

profile latitude longitude solar time
(deg.) (deg.) H
MIDLAT 46.3 -11.3 2.5
TROPICS 0.0 166.2 13.7
POLAR -72.3 -148.2 16.4
TABLE 1I

BAND AVERAGE NESR VALUES USED FOR SIMULATED
MEASUREMENTS AND RETRIEVALS

TES Filter ID Frequencies Nadir NESR, 16 pixel avg.
(em™) (nW/cm?/sr/cm™)
2B1 650-900 133
1B2 950-1150 17
2A1 1100-1325 17
1A1 1900-2250 23

retrieved in all steps. When considering errors for Tytp,, the
full error covariance for a Ty¢y,, HoO, surface temperature, and
emissivity retrieval is calculated, however the subcomponent of
the error covariance corresponding to T, is pulled out.

With this strategy, the ozone retrieval assumes that H,O and
Tatm have already been retrieved and so Sy, the uncertainty of
H5O and T, is set to the retrieved error covariance in (6). The
strategy assumes that CO and CHy have not yet been retrieved
for the ozone step, and so Sy, is set to the a priori climatological
covariance for CO and CH4.

E. Figure of Merit Choice

The figure of merit chooses the tradeoff between DOF and
error. With the same error, more DOF are preferable. However,
the relative value of minimizing error versus maximizing DOF
is not obvious. Fig. 4 shows selected metrics (mean error, DOF,
and resolution at 500 mb) for different figures of merit for the
zeroth + first derivative constraints, normalized to results using
climatological constraints. The results are grouped into species
with fewer DOF [CO and CHy, Fig. 4(a)] and more DOF [H>O,
Ttm, and Og, Fig. 4(b)].

As expected, DOF and resolution worsen from left to right
in Fig. 4, whereas the error improves, though much less sig-
nificantly. For CO and CH4, which have a small number of
DOF (averaging 0.64), the change in the number of DOF from
2% to 0.6x the a priori represents a change from an average
1.3-0.6 DOF. Fig. 4 was used to select the final figure of merit,
mean error/DOFY/®. The choice of 1 /8 is arbitrary and depends
on one’s relative valuation of error and DOF. The same figure of
merit was used for all species and regions although the relative
contributions of DOF versus mean error to the figure of merit
qualitatively changes with their relative sizes.

G. Derivative Choice

All combinations of zeroth, first, and second derivatives were
tried. Fig. 5 shows that all types performed adequately, with the
zeroth+second derivatives performing best (lowest mean error
and highest DOF), followed closely by zeroth + first derivatives.
For TES retrievals, zeroth + first derivatives were chosen be-
cause it was an extension of the previously used first derivative
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Fig. 4. Selecting the figure of merit. Mean error, DOF, and resolution at
500 mb averaged over all regions and species for CO and CH4 (panel A) and
Totm, H20, and O3 (panel B) normalized by the results using climatological
constraints. As the figure of merit weights DOF more (toward left of plots), the
DOF are greater, but the mean error is also higher. This is especially noticeable
for species with fewer DOF (panel A).

constraints described by [9]. The rest of this paper focuses on
zeroth + first derivative constraints, although the results should
extend to zeroth+second derivative constraints. This figure also
shows why, as previously discussed, the resolution at 500 mb is
not a good figure of merit. Although the total DOF throughout
the atmosphere have improved compared to the climatological
constraints, the resolution at 500 mb has worsened.

IV. RESULTS
A. Average Results by Species

Altitude-dependent constraints were constructed for Ty,
H,0, O3, CO, and CHy for three different climatological
regions (mid-latitude, tropics, and polar) using the MOZART
climatology and the figure of merit mean error/DOFY/®. To
assess these constraints, metrics are calculated and compared
to the climatological constraint results in Table III.

Table III shows that the temperature results have 0.6 K more
error when the altitude-dependent derivative constraints are
used, as compared to the climatological constraints, although
temperature retrievals also have 1.2 more DOF and better
resolution at 500 mB. Choosing a figure of merit that considers
only mean error would improve the temperature error result for
the altitude-dependent constraints.

Water vapor results have better mean error than the climato-
logical constraint results. This was found to result from large
systematic and cross-state errors for water vapor. However, the
altitude-dependent results also have less DOF for water vapor
(3.75 versus 4.93). Note that the mean error is averaged over
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Fig. 5. Selecting constraint derivative type. The various metrics are shown
averaged over all species and regions normalized by the results using the
climatological constraints. This figure shows that, for example, zeroth and first
derivative constraints “0 4 1” has slightly more mean error (1.02) than the
climatological constraint errors, but also have about 9% more DOF, on average.

TABLE III
(a) INITIAL MEAN ERROR. (b) RESULTS FOR ALTITUDE-DEPENDENT
CONSTRAINTS. (¢) RESULTS FOR CLIMATOLOGICAL

Tam H,0 0O, CO CH,

Init. mean error 4.6K 039 039 0.19 0.05
(a)

Talm HZO 03 CO CH4

Figure of merit 1.70 0.16 024 0.16 0.05

Mean error 2.2K 0.19 029 0.17 0.04

Deg. freedom 7.76 375 513 129 038

Resolution (km) 4.5 2.9 6.3 89 10.1
(b

Talm HZO 03 CO CH4

Figure of merit 1.26 0.17 022 0.17 0.08

Mean error 1.6K 0.21 0.27 0.16 0.07

Deg. freedom 6.58 493 458 0.68 0.60

Resolution (km) 5.0 2.6 6.5 8.9 8.9
(©)

the entire water vapor profile, including the stratosphere where
TES is not sensitive. The difference between a mean error of
0.19 versus 0.21 is correspondingly more significant than the
0.02 difference.

Ozone shows only modest differences between the two re-
sults. However, CO shows an increase in DOF from 0.68 to 1.29
traded for about a 1% increase in mean error.

The CO increase in DOF occurs in the polar region, where
the climatological constraint constrains CO to 0.13 DOF with
no improvement on the a priori error (which has a mean
error of 2.9%). The altitude-dependent constraints result in
0.43 DOF and mean error 3.0%. If the polar region is excluded,
the improvement relative to a priori constraint results is more
modest, only a 9% improvement in DOF rather. Polar CO is
excluded from the comparisons between GEOS and MOZART
in Table IV.

Note that the figure of merit for this study could have been
chosen as mean error instead of mean error/DOF"/ 8, which
would result in better error results at the expense of DOF. The
choice of the figure of merit depends on the user’s preferences.

B. Example Constraint Strengths

The strength parameters for the combined zeroth and first
derivatives are allowed to vary independently. In some cases,
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Retrieval Result for H20

TABLE IV
RATIO OF MEAN ERRORS FOR EXPECTED AND UNEXPECTED CLIMATOLOGIES
(@)
0O, MOZART HARVARD/URAP
MOZART 1.07 +- 0.05 0.93 +- 0.06
HARVARD/URAP 0.77 +- 0.08 1.06 +- 0.18
(b)
[0 MOZART GEOS/MOZART
MOZART 1.07 +- 0.05 097 +-0.14
GEOS/MOZART 0.87 +-0.14 1.21 +- 0.39
©
CcO MOZART GEOS/MOZART
MOZART 1.05 +- 0.05 1.02 +- 0.08
GEOS/MOZART 1.00 +- 0.06 1.08 +- 0.04
(@
H,0 MOZART GMAO
MOZART 0.92 +-0.20 0.97 +-0.10
GMAO 0.44 +-0.34 1.01 +-0.27
Constraint TROPICS H,0
107 1 J T
‘,
s ;
& 4
0 \
g 100F" ]
3 A2 e « Oth derivative
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Fig. 6. Relative strengths of the zeroth and first derivative altitude-dependent
constraint for H>O. The constraint matrix is dominated by the first derivative
in the troposphere, where TES has sensitivity to H>O. In the stratosphere,
however, the constraint is dominated by the zeroth derivative which results in
H, O remaining at the a priori value, as shown in Fig. 7.

like stratospheric water vapor for which TES has no sensitivity,
we expect the constraint to be strong and dominated by zeroth
derivative; in other cases, like tropospheric water, we expect the
constraint strengths to be dominated more by the first derivative.
Fig. 6 shows the constraint strengths for TROPICS water vapor.
The constraint strengths behave as expected, with water vapor
heavily dominated by the zeroth derivative in the stratosphere
and by the first derivative in the troposphere.

C. Example Retrieval Using Altitude-Dependent Constraints

A retrieval example with the TES nonlinear algorithm is
shown for water vapor in Fig. 7. The first derivative single

20 T IIIlII T T ‘fll"l T T |||III| T T I‘lf”r
15+ —___ 0th + 1st Der.
— Tikhonov
% — Y ()]
J we-- True
S
m —
E 10
= ™,
5+
1 10 100 1000 10000
Volume Mixing Ratio [ppmv]
Fig. 7. Retrieval results using a single-strength first derivative Tikhonov

constraint (blue), and an altitude-dependent zeroth 4 first derivative constraint
described in this paper (red). The solid line shows the retrieval result, the
dashed line shows the true, and the dotted line the a priori. The horizontal bars
show the predicted total error at the retrieval levels.

strength constraint as described in Steck [9] is compared to the
altitude-dependent zeroth + first derivative constraint described
in this paper. This single retrieval example is only a demon-
stration, but it does show how the altitude-dependent constraint
result returns to the a priori in the stratosphere (where there
is little information or variability), whereas the first derivative
single strength constraint result follows the shape of the a
priori, leading it away from the a priori in the stratosphere in
this particular case.

The averaging kernel (A), shown in Fig. 8, gives a clearer
picture of the retrieval characterization than a single retrieval
result. The left panel shows A for the first derivative single
strength constraint; the right for the new altitude-dependent con-
straint. The left panel averaging kernel indicates that the re-
trieved stratospheric values (parameters 10-13) are correlated
with the true state values of parameters 8 and 9. This results in
the retrieval example seen in Fig. 8, which shows the retrieved
values of parameters 10—12 tracking the slope of the prior. In
contrast, the altitude-dependent Tikhonov averaging kernel in-
dicates that little or no information from the true state is reported
in the retrieved values, and consequently the retrieval tracks the
prior value.

D. Constraints Applied to an Unexpected Climatology

The climatology that is used to create the constraint matrix
will likely differ from the actual climatology. To test the effect
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1000 mb

Fig. 8. Comparison of averaging kernels for a single-parameter first-derivative
Tikhonov constraint (left), and a zeroth 4 first derivative altitude-dependent
constraint (right). The plot shows the 14 retrieved water vapor values which
are located between 1000 and 0.1 mb, with A, ; at the upper left corner
and A4 14 at the lower right corner of the figure. White values indicate that
the retrieved value is correlated to the true value, red values indicate that
the retrieved value is anticorrelated to the true value, and black indicates no
correlation. (white = +0.8, black = 0,red = —0.8.).

of using an assumed climatology that is different than the actual
climatology, constraints were developed using the MOZART
climatology and applied to another equally valid climatology,
and vice versa. Gaussian statistics are assumed in both cases,
but this assumption was not explored. For ozone, MOZART was
compared to HARVARD/URAP and GEOS-CHEM/MOZART.
For CO, MOZART was compared to GEOS-CHEM/MOZART.
For water vapor, MOZART was compared to GMAO. Table IV
shows the relative performance of the altitude-dependent deriva-
tive constraints to the climatological constraints for these cases,
averaged over all three latitude regions.

Although the differences are modest, the altitude-dependent
constraint on average does not do as well as the climatological
constraint when the actual and assumed climatologies are the
same, as seen by the diagonal entries in Table IV which are al-
most all greater than 1. However, a modest improvement over
the climatological constraint is seen when the actual and as-
sumed climatologies differ, as seen by the off-diagonal entries
in Table IV. The off-diagonal entries are consistently less than
1 for Ozone and H5O, and are improved for CO relative to the
diagonals. This indicates that, on average, the altitude-depen-
dent constraints have a more robust response to an uncertain
climatology.

V. CONCLUSION

A method for creating altitude-dependent derivative con-
straints for the trace gas retrievals was presented. The technique
was based on the optimization of a figure of merit, which
can include a posteriori error and DOF, and uses a constraint
that is composed of combinations of the zeroth-, first-, and
second-order Tikhonov constraints with altitude-dependent
weights.

Four different datasets (GMAO, MOZART, HARVARD/
URAP, and GEOS-CHEM) were selected to construct and test
the constraints for TES retrievals of atmospheric CO, H2O, Os,
CH,4, and temperature. The retrieval errors obtained using the
altitude-dependent constraints on the MOZART climatology
were comparable to the retrieval errors obtained from inverse
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climatological covariances calculated directly from the dataset.
For O3, CO, and H20O mean retrievals errors differed by 10%
or less (i.e., ranging from 0.9 to 1.1 times the error resulting
from the climatological constraint). The largest changes were
observed for the CH, and temperature retrievals; the retrieval
error for CHy decreased by 50%, whereas the mean error for
the temperature retrieval increased by 37% (i.e., 1.37 times the
error resulting from the climatological constraint), which is due
partly to a figure of merit that included DOF in addition to the
retrieval error.

The altitude-dependent derivative constraints were found to
be more robust than the climatological constraint when the in-
correct climatology was specified. When a climatological con-
straint was constructed from a one of the four datasets and ap-
plied to a climatology derived from a different dataset, the mean
retrieval error was modestly but consistently better than that ob-
tained with the climatological constraint. For example, a large
reduction (23%) in the estimated retrieval error was seen for
O3 when the altitude-dependent derivative constraint was cre-
ated from the HARVARD/URAP dataset and applied to a cli-
matology based on the MOZART dataset, as compared to the
climatological constraint created from the HARVARD/URAP
dataset and applied to the MOZART dataset.

An important feature of this approach, in contrast to a single
strength first derivative Tikhonov constraint, is that retrievals re-
vert to the a priori profile in regions of the atmosphere where
the observations are insensitive. For example, retrievals of HoO
revert to the a priori profile in the stratosphere where water
vapor abundances have little impact on TES infrared spectral
radiances, whereas a first derivative Tikhonov constraint can
modify the stratospheric HoO estimates based on correlations
to the troposphere.

This technique is currently being used operationally for the
TES retrievals of water vapor, CO, and CH,. For results with
these constraints over one orbit of simulated data, see Kulawik
et al. [14].
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